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Background



Type of Recommender Systems

Item-1
* Recommender System: —
* “A recommender system is an
Information filtering system that seeks
to predicts the “rating” or “preference” tem-3

a user would give to an item.”

» Type of Recommender Systems: -

« Content-Based Filtering f \

 Collaborative Filtering(CF) ——
« Memory-Based Collaborative Filtering, S gadiellos technique
e.g., User-based CF, Item-based CF

» Model-Based Collaborative Filtering,
e.g., Matric factorization, Neural Network

*| Hybrid Filtering |

Model-based approach Memory-based approach

Courtesy: 1) https://d2l.ai/chapter _recommender-systems/recsys-intro.html 2) Matrix Factorization, User-based filternig Item-based filternig
https://dl.acm.org/doi/pdf/10.1155/2009/421425 3) Association Techniques,

https:/arxiv.org/pdf/1707.07435.pdf, 4) https://humboldt- e
wi.qgithub.io/blog/research/applied predictive modeling 19/causalrecommendersystem/ =



https://d2l.ai/chapter_recommender-systems/recsys-intro.html
https://dl.acm.org/doi/pdf/10.1155/2009/421425
https://arxiv.org/pdf/1707.07435.pdf
https://humboldt-wi.github.io/blog/research/applied_predictive_modeling_19/causalrecommendersystem/

Dataset description

- The Movies Dataset from Kaggle

=class 'pandas.core.frame.DataFrame'=
RangeIndex: 45466 entries, B to 45465
Data columns (total 24 columns):

adult
belongs_to_collection
budget

genres

homepage

45466 non-null object
4494 non-null object
45466 non-null object
45466 non-null object
7782 non-null object

- 26M ratings from 270K users on 45K movies

- Content

- Text: Each movie has an overview (a paragraph)
- Rating: A tuple (UserlD, MovielD, Rating, Timestamp)
- Other Attributes:

- Genre: e.g. Action, Animation, Romance, ...

- Credits: (cast, crew)

id 45466 non-null object
imdb_id 45449 non-null object
original_language 45455 non-null object
original_title 45466 non-null object
overview 44512 non-null object
popularity 45461 non-null object
poster_path 45880 non-null object
production_companies 45463 non-null object
production_countries 45463 non-null object
release_date 45379 non-null object
revenue 45468 non-null float64
runtime 45283 non-null float64
spoken_languages 45468 non-null object
status 45379 non-null object
tagline 28412 non-null object
title 45468 non-null object
video 45460 non-null object
vote_average 45468 non-null float64
vote_count 45468 non-null float64
dtypes: float64(4), object(28)

memory usage: 8.3+ MB

* https://www.kaggle.com/rounakbanik/the-movies-dataset



System framework

Heterogeneous network Graph embedding
Ratings Classifier
(User | Movie  |Rating
u 1 Toy 4.5
2 Te 3.0 U
:_2 Ir::;rview 5.0 ‘ Ersrlegedding ‘

=), N

Summary documents

Classifier
Rating

Movies’ metadata Movie

| Movie | Genre _| Summary __ Embedding
Toy Comedy  Just when... [ Just when J ’ ‘

Interview Comedy In 2015, ...
[In 2015 ... J

Text embedding




Preprocessing

- Removing datainincorrect format
3 of 45K movies are deleted

- Index adjustment
Consecutive IDs for convenience

- Attribute selection

CaSt: Only tOp 8 CaStS (cast order included in the raw data)
Crew: Only use ‘director’




Text Embedding: Doc2vec

e Goal: Use Doc2Vec to learning the main content of movies’ metadata, and representitasane 128
dimensional vector for each movie. (subscript mt is for movie text embedding, and mg is for movie graph
embedding)

e Reason why we used Doc2Vec

o ltcanlearnvector representation from unlabeled data and generalized well on the data that do
not have enough labels.

o Dov2vec takes word orders into consideration while learning the semantic meaning of
documents.

e Implementation:

o Use gensim package to
o movie’s overview = embedding vectors

print(data[ “overview"][@])

Led by Woody, Andy's toys live happily in his room until Andy's birthday brings Buzz
Lightyear onto the scene. Afraid of losing his place in Andy's heart, Woody plots aga
inst Buzz. But when circumstances separate Buzz and Woody from their owner, the duo e

ventually learns to put aside their differences.




Graph embedding: Metapath2vec

Heterogeneous information network

Genre
User (U), Movie (M), Genre (G), Cast/crew (C)
Metapath2vec-based sampling Movie
Preserve semantic relationships between nodes
User

U-M-U, U-M-G-M-U, U-M-C-M-U

Rating-aware sampling policy

1/|Nar (u) , t=0

P(s = MmM|& = U) =
(861 = mls; =) {soﬂmax(—|R(u,m)—R(u’,m’)), else

Similarly sample for P(m->u).

*"metapath2vec: Scalable representation learning for heterogeneous networks." Proceedings of the 23rd ACM SIGKDD
international conference on knowledge discovery and data mining. 2017.



Classification

o Goal:
o A 3-layey MLP is used as a classifier for our last module to take the text embedding vector and
graph embedding to predict the rating score.
e Layersize:
o 128,32, 10.
o  Note: input layer takes 128-dimensional vector, and 32 neurons for hidden layer, and 10 neurons
for output layer.
e Epochs:5
e learningrate: 1*10%-3
e Computing Environment: OSC Owens cluster with single GPU node




Table 1: Overall Performance

. Name MAE MSE ACC Time (sec)

Conclusion ~TEXT 0738 1092 32004 735380
GRAPH 0.719 1.061 33.043 740422
BOTH 0.713 1034 33052 781.779

® MethOds I TEXT N GRAPH Il BOTH
o Use text embedding only (TEXT) 115 MSE 0.76 MAE
o Use graph embedding only (GRAPH) 110 074l
. A 1.05 <
o Use both text and graph embedding (BOTH) = = o
1.00
e Key Takeaway o5 070
500 1000 2'EI'IJCII 500010000 500 1000 EU-DEI_ 500010000
o BOTH methods outperforms other two in all metrics bateh size batch size
o BOTH method takes 5.61% longer to train than the other 935 A 1500 R e
0.24 12001
twos on average. £
L 0.33 '-:1 9001
o ACC (or MSE/MAE) decrease as batch size increases (or 2,3, £ 600/
increase) 0.31 e
. . . . 0.30 0
o Training faster as batch size increases 500 1000 2000 500010000 500 1000 2000 500010000

Figure 2: Performance with varying batch sizes




Thanks! Any Question?
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